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Introduction

Cluster Analysis (CA) is an analytic technique used to classify observations into a finite

(and ideally) small number of groups based on scores taken from two or more measures.

Sometimes there are hypotheses regarding the number and make up of such groups, but

more often there is little or no prior information, thus making CA an exploratory analysis.

There are a number of clustering algorithms available, all having as their primary purpose

the measurement of mathematical distance between individual observations, and the

subsequent clustering of these individuals based on the distances. Distance between

observations in this context is often (though not always) expressed as Euclidean distance,

or some similar measure of difference between individuals on a set of measured variables

Johnson and Wichern (1992). One of the primary assumptions underlying these standard

methods for calculating distance is that the metrics are all continuous in nature, either

interval or ratio Anderberg (1973). However, some research situations involve the use of

a mixed set of variables, some continuous and others categorical (either nominal or

ordinal), or a set containing only categorical variables. In such situations, the standard

Euclidean measures of distance are inappropriate, and must be replaced by some other

statistic Dillon and Goldstein (1984). It is the purpose of this paper to investigate one set

of approaches to the problem of clustering with dichotomous data, recognizing that the



data structure discussed here is but one of many and that alternative approaches might be

more valid in other circumstances.

Distance measures

The techniques developed for clustering with binary data involve calculating distances

between observations based upon the variables and then applying one of the standard CA

algorithms to these distances. One group of these distances that are designed for binary

data is known collectively as matching coefficients Dillon and Goldstein (1984). There

are several incarnations of matching coefficients, but all of them take as their main goal

the measurement of response similarity between any two observations. The logic

underlying all of these techniques is that two individuals should be viewed as similar to

the degree that they share common attributes, Snijders, et al, (1990). Thus, distance and

similarity come to express the same concept with respect to the observations. While it is

recognized that there may be other approaches, which can be used to cluster nominal or

ordinal data and which may not place this constraint on the variables, they are beyond the

scope of this paper and thus will not be addressed here.

In order to describe these methods, please refer to the contingency table below. The rows

represent presence or absence (1,0) of a set of traits for a single observation, I, and the

columns represent presence or absence of the same traits on a second observations, j,

where i # j.
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Table 1

Observation 2

Observation 1 1 0

1 a b

0 c d

Thus, cell a includes the count of the number ofvariables for which the two observations

both had the attribute present, while cell b includes the count of the number of variables

for which the first observation had the attribute present and the second observation did

not, and so on. The primary difference between the measures of association that are

described here is in the way that they manipulate these cell counts.

While there are many of these indices available, Hands and Everitt (1987), this paper will

only examine the 4 measures of association that are common to Anderberg (1973), Dillon

and Goldstein (1984), Lorr (1983) and Snijder, et al (1990). This limitation is more a

function of limited space than any technical determinations regarding the fitness of these

indices. Indeed, Anderberg (1973) suggests using several of these indices in order to get

a feel for the nature of the clustering in the data. However, perhaps it can be assumed

that the indices that appear in four different texts are considered by more than one writer

to be reliable for use in clustering problems similar to the one described here.

The first of these measures of association is known as the Russell and Rao index. It can

be expressed in terms of the cells of table 1 described above as:
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a
a+b+c+d

This index is simply the proportion of cases in which both observations had the trait of

interest, with the denominator including all cells of the 2x2 table. In contrast to this is the

Jaccard coefficient, which is similar but which excludes cases where neither observation

indicates having the trait of interest. The equation for the Jaccard coefficient is:

a
a+b+c

A third variation on this theme, called the matching coefficient, includes both matched

cells in the numerator as well as in the denominator:

a+d
a+b+c+d

The final index to be examined here, Dice's coefficient. It can be expressed as:

2a
2a+b+c

Dice's coefficient is closely related to the Jaccard coefficient, with additional weight

being given to the cases of agreement. While this calculation removes the notion of a

proportion from interpretation, it has been justified as follows:

...for 0,1 mismatches the zero is just as trivial as in the 0,0 case. Mismatches
should then like about midway along the scale of significance between the 0,0 and
1,1 cases respectively. The number of mismatches in the coefficient should by
this reasoning be multiplied by 1/2. (Anderberg, 1973).

In short, agreement is more important than disagreement and thus should receive a

greater weight in the calculation of association.



As an example of how these methods work, assume two observations, each of which have

measurements for 7 binary variables, where presence is denoted by 1 and absence is

denoted by 0. Given this structure, the following table could be created.

Table 2
Observation X1

4

X2 X3 X4 X5 X6 X7

1 1 1 0 0 1 0 0

2 0 1 0 1 1 1 0

These data could then be used to produce the following 2x2 contingency table.

Table 3

Observation 2
Observation 1 1 0

1 2 1

0 2 2

It is the information from this contingency table that is used to calculate the measures

described above. Taking these data, we can calculate the distance between the two

observations using each of the four measures described here.



Table 4

Coefficient Equation Result

Russell/Rao 2 2

2+1+2+2 7

Jaccard 2 2

2 +1 + 2 5

Simple Matching 2 + 2 4

2+1+2+2 7

Dice 2(2) 4

2(2)+ 1 + 2 7

The greatest similarity, and thus the smallest distance, was calculated using Dice's

coefficient and the matching statistic. The greatest distance was found using

Russell/Rao. Were we to use these results in a clustering algorithm, we would input the

value (1 coefficient) into a distance matrix which in turn would be entered into the

clustering algorithm.

Methodology

Monte Carlo data for binary variables were generated using a 2 Parameter Logistic (2PL)

model. The value of the latent theta variable was generated using a standard normal

distribution, as was the difficulty parameter, while the discrimination parameter was

generated using a uniform (0,1) distribution. The probabilities calculated using the 2PL

model were then compared against random uniform (0,1) values, with the dichotomous

variables being assigned a 1 if the probability was larger than the uniform and a 0 if the

probability was smaller. Two sets of unidimensional dichotomous variables were
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simulated, with each set being based upon one of two thetas. In all cases, two clusters

were simulated, being differentiated by the mean of the two thetas. There were two pairs

of thetas, -2/2 and -.5/.5, with one of the clusters having the high value of the pair and the

other cluster having the low value. Furthermore, the variance of the thetas was varied as

well, at either 1.5 or .5, with the same variance for each cluster. The number of

dichotomous variables was either 10 (5 for each theta) or 24 (12 for each theta), and the

number of subjects was either 240 (120 per cluster) or 1000 (500 per cluster). Note that

all levels of each variable was completely crossed with all levels of the other variables,

and that each combination of variables was represented by 1000 monte carlo data sets.

Cluster analysis was conducted using the four distance measures described above, in

conjunction with Ward's method. Ward's was selected based upon results indicating that

of the major clustering methods (excluding Model Based Clustering), it typically

performs the best at population recovery of clusters Kuiper & Fisher (1975); Blashfield

(1976); Overall, Gibson & Novy (1993). In addition, Hands and Everitt (1987) found

that it performed the best at cluster extraction when used in conjunction with the

matching coefficient. The results of the clustering solutions were compared using

percent of cases correctly classified together and the kappa coefficient.

Results

Figure 1 shows the distribution of percent correctly classified for each of the 4 measures.

It appears that the median percent correctly classified is nearly the same across all four

measures, roughly 73%. The matching coefficient has a slightly higher median value

9



Fi
gu

re
 1

B
ox

pl
ot

s 
of

. P
er

ce
nt

 C
or

re
ct

 b
y

M
ea

su
re

D

IO

J
M

R

1.
1



than the other three measures, but the difference is not very large. The set of all values

was the same for the four measures as well, ranging from .5 (basically chance) to 1

(perfect prediction). Table 1, below includes the mean and standard deviation (in

parentheses) for percent correct and kappa for each measure.

Table 5
Kappa and Percent Correct by Measure

Measure Kappa Percent Correct

Dice .471 (.344) .735
.

(.172)

Jaccard .473 (.344) .736 (.172)

Matching .466 (.351) .733 (.175)

Russell/Rao .467 (344) .734 (.172)

The differences between the values of kappa and percent correctly classified among the

groups are indeed miniscule. Given that across all combinations of the manipulated

variables there appears to be very little difference in the performance of the four

measures, the second question of interest is whether this pattern is constant across

specific levels of these variables. Figures 2, 3, 4 and 5 are interaction plots of the 4

measures with each of the manipulated variables.
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It appears that there is no interaction between the type of measure and any of the

manipulated variables. While there is some divergence between the Dice measure and

the other three on sample size, the actual values of kappa are within .01 of one another,

which would seem to support the lack of any real interaction between the two variables.
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In terms of the manipulated variables, it appears that the major determining factor in

terms of successful clustering in this study is the difference in the mean of theta for the

two groups. Table 6, includes the mean percent correctly classified and the mean of

kappa for each level of theta, variance of theta, number of variables and sample size.

Table 6

Variable Kappa Percent Correct

Mean -.5/.5 .133 .567

-2/2 .794 .897

Variance .5 .486 .743

1.5 .452 .726

Variables 10 .432 .716

24 .509 .754

Sample size 240 .462 .731

1000 .476 .738

Based on these results, it appears that in the context of this study, the only factor that

greatly influenced the performance of the clustering algorithm was the mean of theta.

The larger difference in the means was associated with an improvement of over 30% in

correct classification over the smaller mean difference condition. As was noted in the

figures above, these patterns were consistent across the 4 measures. Figure 6

demonstrates the effect of the difference in mean; for each measure, kappa takes a

15



C:)

0

0
000£ 000E 0001- 0

a_
ctl

0)

2

000 000E 0001. 0

000 000E 0001-

000E 0003 0001. 0

cja
ca.

"Ci



bimodal distribution, with the mean of the lower part of the distribution being

approximately .13, and the mean of the upper part being approximately .79.

Conclusions

Given the results described above, it appears that under the conditions present in this

study, the four measures of association perform very much the same in terms of correctly

classifying individuals into two clusters based on dichotomous variables. This pattern

seems to hold true regardless of the mean difference in the underlying construct which

produces the observed data, the variance of this construct, the number of variables used to

cluster or the number of subjects in the sample. Given the similarities in the ways each

are calculated, it is not completely surprising that this would be the case. The major

difference among them is in how they handle the situation in which a trait is absent for

both individuals, and with these results, it would appear that there is not much added

information contained in this category. Furthermore, the fact that Dice's coefficient had

results similar to the others seems to indicate that the amount of emphasis placed on the

number of variables in agreement is not material to the success of the clustering

algorithm.

Another interesting result of this study is that the clustering solutions were virtually

identical for samples of size 240 and 1,000. If this finding can be replicated, it may give

some insight into the minimum sample sizes required in order for the distance measures

to work reasonably well. Of equal interest was the modest difference in the performance

of the measures when there were 10 variables as opposed to 24. It appears that while
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having more variables does improve the ability of the cluster analysis to recover the

solution, it may well be that in many contexts 10 variables is sufficient.

As with any research, there are weaknesses in this methodology which must be taken into

account as the results are interpreted. First of all, only one clustering algorithm was used

with the distance measures, which limits the findings to just cases in which Ward's

method is used. In order to expand upon these results, other algorithms should be used.

Furthermore, the distance measures selected for inclusion in this study are similar in

terms of their calculation. Therefore, it would be worthwhile to pursue other measures of

distance that treat the problem differently, such as Holley and Guilford's G index.

Finally, it might be worthwhile to expand the parameters used in the 2PL model that

simulated the data. For example, a larger difference between the two levels of the

variance, or a sample size of less than 240 might shed more light on the performance

limits of these measures

19
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